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A B S T R A C T   

The social punishment (SP) of norm violations has received much attention across multiple disciplines. However, 
current models of SP fail to consider the role of motivational processes, and none can explain the observed 
behavioral and neuropsychological differences between the two recognized forms of SP: second-party punish
ment (2PP) and third-party punishment (3PP). After reviewing the literature giving rise to the current models of 
SP, we propose a unified model of SP which integrates general psychological descriptions of decision-making as a 
confluence of affect, cognition, and motivation, with evidence that SP is driven by two main factors: the amount 
of harm (assessed primarily in the salience network) and the norm violator’s intention (assessed primarily in the 
default-mode and central-executive networks). We posit that motivational differences between 2PP and 3PP, 
articulated in mesocorticolimbic pathways, impact final SP by differentially impacting the assessments of harm 
and intention done in these domain-general large-scale networks. This new model will lead to a better under
standing of SP, which might even improve forensic, procedural, and substantive legal practices.   

1. Introduction to social punishment 

Social justice is an ideal shared across many human societies, and 
punishing norm violators (what we will call “social punishment” or SP) 
is a key component of it (Gintis et al., 2008). Evolutionary biologists 
have posited that SP was critical to the development of the social norms 
that arguably allowed our genetically heterogeneous emergent ances
tors to survive in small intensely social groups (Boyd et al., 2003; Fehr 
and Fischbacher, 2004a; Fehr and Fischbacher, 2004b; Fehr and 
Gächter, 2002). Experimenters and theorists distinguish between two 
types of SP: second-party punishment (2PP) and third-party punishment 
(3PP), which differ depending on whether the punisher is the victim of 
the norm violation (2PP) or merely an observer (3PP) (Fehr and Fisch
bacher, 2004a; Fehr and Fischbacher, 2004b; Henrich et al., 2006) 
(Fig. 1). 

Both types of SP arguably conveyed fitness advantages by reducing 
social norm violations and stabilizing our ancestral groups, by 
increasing the expected costs of violating social norms (Boyd et al., 
2003). SP increased those costs both for norm violators considering 
future violations (what criminologists and other legal scholars call 
“special deterrence”) and for everyone else in the group considering 
future violations (“general deterrence”) (Bellucci et al., 2020; Fehr and 

Gächter, 2002; Henrich et al., 2006). 
Second-party punishment is no evolutionary mystery; it is a form of 

self-defense that gave its wielders overt survival advantages in addition 
to deterring future violations (Cushman, 2014). However, there has 
been controversy about whether costly 3PP could have evolved, given 
that third-party punishers incur direct present costs but only indirect 
and remote future benefits in the form of group stability (Cushman, 
2014; Fowler, 2005). This is a special case of the more general contro
versy over the evolution of altruism, which has generated several 
competing accounts, including group selection (Haidt, 2007), kin se
lection (Hamilton, 1964a; b), and reciprocal altruism (Trivers, 1971). 
Third-party punishment may well have evolved out of 2PP (Bellucci 
et al., 2020; Buckholtz and Marois, 2012; Marlowe, 2009; Marlowe 
et al., 2011), and some phylogenetic, ontogenetic, and ethnologic evi
dence supports this argument. 

Phylogenetically, 2PP in its preventive form of self-defense is ubiq
uitous across the animal kingdom, exhibited in species as varied as in
sects (Wenseleers and Ratnieks, 2006), fish (Bshary and Grutter, 2005), 
and non-human primates (Hauser, 1992). Indeed, self-defense may have 
cellular roots in the form of the immunological response (Krueger and 
Hoffman, 2016). By contrast, 3PP seems unique to humans (Riedl et al., 
2012), though there are some tantalizing hints of precursor behaviors in 
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some non-human primates (Flack et al., 2006) and even dogs (Anderson 
et al., 2017). 

Developmentally, self-defense behaviors emerge in human infants, as 
in all animals, virtually from birth (Wiedenmayer, 2010). Social evalu
ations of good and bad, upon which 3PP is based, emerge just a few 
months later. Infants as young as 3-month-olds start to show an aversion 
to antisociality in others as a third-party observer (Hamlin et al., 2010). 
Around 5 to 8 months of age, the capacity to distinguish between pro
social and antisocial signals, and preferences towards prosocial others 
against antisocial others, seem to become stable and prevalent (Hamlin 
and Wynn, 2011; Hamlin et al., 2007; Tan and Hamlin, 2022; Van de 
Vondervoort and Hamlin, 2018). Preverbal infants around 4–9 months 
of age already expect and prefer equal distribution (Buyukozer Dawkins 
et al., 2019; Geraci et al., 2022; Geraci and Surian, 2023a). By the end of 
the first year and the start of the second, infants develop the concept of 
fairness beyond egalitarian considerations (DesChamps et al., 2015; 
Rabinowitz et al., 2018; Ziv and Sommerville, 2016). Nine-month-olds 
expect unfair distribution to be punished in third-party contexts (Ger
aci and Surian, 2023b). Toddlers not only expect corporal punishment of 
an indifferent bystander who does not defend a victim hit by an 
aggressor (Geraci, 2021; Geraci and Surian, 2021), but also are willing 
to punish antisocial individuals by themselves as third-parties (Hamlin 
et al., 2011). By using a gaze-contingency technique, eight-month-old 
infants have been shown to engage in third-party punishment towards 
antisocial agents who inflict harms on others (Kanakogi et al., 2022). 
One-year-old infants show a willingness to pay a cost to avoid inter
acting with a wrongdoer (Tasimi and Wynn, 2016) while three-year-old 
children can overcome self-interests to punish unfair proposers in 
resource distribution and reject unfair allocations in the ultimatum 
game (Wu and Gao, 2018). Costly 2PP is commonly seen among children 
around 6–8 years of age (Gummerum and Chu, 2014; Jaroslawska et al., 
2020). However, children do not begin to engage reliably in costly 3PP 
until one or two years after they start engaging in costly 2PP (Bernhard 
et al., 2020; McAuliffe et al., 2015). The neurodevelopmental evidence, 

though sparse, generally conforms with this behavioral trajectory 
(Grayson and Fair, 2017; Guroglu et al., 2011; McAuliffe et al., 2017; 
Supekar et al., 2009; van den Bos et al., 2014). All these findings related 
to the early emergence of social norm enforcement provide ontogenetic 
evidence for the evolution of the two types of punishment. 

Ethnologists have found some form of institutionalized 3PP across 
virtually all human societies (Cushman, 2014; Henrich et al., 2006; 
Singh and Garfield, 2022). One key ethnological piece of evidence 
connecting 2PP with 3PP is the fact that universal legal notions of 
self-defense have almost always included not just the right to defend 
one’s self but also the right to defend others (Hoffman, 2014). 

The significance of SP for evolutionary theory and its potential policy 
implications for contemporary issues such as justice reform have made it 
a topic of great interest across many disciplines. Recent neuroscientific 
approaches have been particularly informative about the underlying 
neuropsychological mechanisms of SP. A number of meta-analyses 
(Bellucci et al., 2020; Feng et al., 2021; Feng et al., 2014; Gabay et al., 
2014; Zinchenko and Arsalidou, 2017) or theoretical papers (Buckholtz 
and Marois, 2012; Decety and Yoder, 2017; Krueger and Hoffman, 2016; 
Seymour et al., 2007) have deepened our understanding of the affective, 
cognitive, and motivational processes of SP. However, none of these 
studies, or the models proposed in some of them, has offered a system
atic review of SP, or made a theoretical effort to integrate the affective, 
cognitive and motivational processes of SP by connecting the 
second-party and third-party perspectives. 

Here, we review the neuropsychological literature on SP, beginning 
with the overarching psychological model postulating that all human 
decisions are a confluence of affect, cognition, and motivation. We then 
apply that model to SP and to its two main drivers: the amount of harm 
caused by the norm violation and the intention of the norm violator. 
Next, we review the literature on the neural substrates of SP, organizing 
those substrates into affective, cognitive, and motivational circuits. We 
then present three recent neuroscience models of SP, discuss the limi
tations of those models, and present our proposed model. We finish with 

Fig. 1. The two types of punishment. Second-party punishment (2PP), where a victim punishes a perpetrator for violating a social norm and harming the victim 
(lower); and third-party punishment (3PP), where an observer punishes a perpetrator for violating a social norm and harming a victim (upper). 
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a discussion of future research directions and how the results of that 
future research might impact legal practice and policy. 

2. The psychology of SP 

Psychologists have long posited that human decision-making is 
driven by three core psychological processes: motivation, affect, and 
cognition (Alves et al., 2017; Dai and Sternberg, 2004; Hoffman, 1986; 
Kim et al., 2016). These processes are richly interdependent; our emo
tions and motivations can impact how we reason, and they can also 
impact each other (Dai and Sternberg, 2004; Hoffman, 1986). Likewise, 
we can sometimes reason our way to mitigate some of the behavioral 
impacts of emotions and motivations (Philippot and Feldman, 2004). SP 
is of course just one kind of decision-making, and it has also been 
analyzed as involving these three interacting processes. As we will see in 
the balance of this section: evaluating the harm that norm violations 
cause is primarily affective; evaluating the norm violator’s intention and 
integrating intention and harm into blame are primarily cognitive; 
perceived harm and blame—integrated into what researchers call 
“motivational readiness”—are the primary motivators of SP, but 
whether motivational readiness to punish turns into a decision to punish 
is a second, primarily cognitive, step at which the costs and benefits of 
SP are weighed by executive and control processes. 

Experimental data on SP is gathered using two different paradigms: 
economic games and hypothetical criminal scenarios. The economic 
game modality uses versions of classic exchange games like the ulti
matum, dictator, and trust games sometimes modified to allow the other 
player (2PP) or a third-party observer (3PP) to punish unfair offers. For 
example, in an unmodified ultimatum game (Güth et al., 1982), Player 1 
(the potential norm violator) is endowed by the experimenter with a 
sum of money and directed to split the money with Player 2. Player 2 
then is given the option to accept or reject the split; if Player 2 rejects, 
then neither player receives anything, Player 2 thus punishing Player 1 
at the cost of giving up his/her own share of the proposed split. In this 
version of the game, an unfair offer is considered to be the norm 
violation, the amount of the unfairness is considered to be the measure 
of the harm, and the amount Player 2 gives up is considered the pun
ishment cost. In a modified version of the game (Leibbrandt and 
López-Pérez, 2012), Player 2 is not required to accept or reject the offer 
in its entirety, but can instead spend personal resources to reduce the 
proposer’s payoff, operationalizing 2PP as the amount Player 2 is willing 
to spend to reduce Player 1’s payoff. In the 3PP version of the game 
(Leibbrandt and López-Pérez, 2012), a third party, Player 3, observes the 
unmodified version of the game between Player 1 and 2 and may spend 
resources to punish Player 1 for unfair offers. In the hypothetical crime 
scenario methodology, subjects are presented with written scenarios 
depicting hypothetical perpetrators committing various crimes. The 
crimes, the amount of harm, and the perpetrator’s intention (purposeful, 
accidental, or something in between), can all be varied. After reading the 
scenarios, subjects are asked to make hypothetical sentencing decisions 
or impose scaled punishment (Alter et al., 2007; Buckholtz et al., 2008; 
Treadway et al., 2014) or to rank order the scenarios according to the 
magnitudes of punishment they would impose (Robinson and Kurtzban, 
2007). 

These two methodologies have reciprocal advantages and disad
vantages. Economic games can investigate both 2PP and 3PP, but they 
generally do so only over the single norm of monetary fairness. Scenario- 
based experiments use criminal narratives that can explore a broader 
range of social norm violations, but they are used almost exclusively in 
3PP. It is significantly more difficult to model costly punishment using 
scenario-based experiments and significantly more difficult to vary the 
norm violator’s intention in economic games. Most economic games, 
when they vary intention at all, do so only in a binary manner—intended 
or unintended (Feng et al., 2022; Nelissen and Zeelenberg, 2009; Yu 
et al., 2015). The richer states of mind commonly recognized by the law 
(purposeful, knowing, reckless, and negligent, discussed in the next 

section) are typically examined only in scenario-based experiments 
(Ginther et al., 2016; Ginther et al., 2014; Shen et al., 2011). 

SP starts with the detection of norm violations, which is character
ized by identifying deviations from expected social values. These ex
pectations are informed by sets of prescribed and proscribed rules 
widely acknowledged as the standards of acceptable behaviors during 
social interaction (Buckholtz and Marois, 2012). The scenario-based 
studies of SP usually include social norms that are universally 
endorsed across cultures with a strong moral valence, such as pro
hibitions against intentionally harming others either physically, 
emotionally or economically (Buckholtz et al., 2008; Buckholtz and 
Marois, 2012) while the economic-games-based studies normally 
include social norms related to trust, fairness, and reciprocity of resource 
distribution (Bicchieri and Chavez, 2010; Crockett et al., 2014; Fehr and 
Fischbacher, 2004a; Fehr and Fischbacher, 2004b). Equity norms in 
these economic games serve as a cognitive heuristic for SP. People 
naturally expect the distribution of resources to be equal when there are 
no reasons to be unequal. Detecting violations of expectations may 
trigger and motivate punitive responses; the more a behavior deviates 
from equity, the more punishment is implemented (Civai et al., 2013). 
SP decreases when the expectations of participants about the equity 
rules change, for example, after learning that the majority would behave 
unfairly (Sanfey, 2009). Unlike daily economic social decision-making, 
people in some situations may need to apply explicit rules to detect 
norm violations. For instance, professional judges are trained to decide 
whether crimes have been proved to have been committed by using 
explicit rules of evidence and procedure, though even judges may be 
relying on heuristic strategies in the evaluation of legal cases (Li, 2013). 

After detecting norm violations, the amount of harm and the norm- 
violator’s intention become the primary drivers of both kinds of SP. 
Holding harm constant, experimental subjects punish purposeful norm 
violations more than accidental ones (Buckholtz et al., 2008; Ginther 
et al., 2016; Yu et al., 2015); holding intention constant, their punish
ments increase as harm increases (Crockett et al., 2014; Ginther et al., 
2016; Yu et al., 2015). These two drivers are robustly reflected in how 
most legal systems and moral and legal philosophers conceptualize 
criminal responsibility and punishment (Krueger and Hoffman, 2016; 
Young et al., 2007). On the harm side, murder is of course typically 
punished more seriously than assault and assault more seriously than 
trespassing. On the intention side, the idea that criminal liability usually 
requires some level of culpable intention is well-rooted in English law, 
embodied by the Latin phrase “mens rea,” which means “guilty mind.” 
But in fact, it is much older, dating back to Augustine, and is now 
widespread across the world in common law and civil law systems alike. 
To give just one oft-cited example of the taxonomies of mental states that 
can arise from this principle, most American jurisdictions follow the 
Model Penal Code (“MPC”), which recognizes the following four mental 
states, in decreasing order of culpability: purposeful (specifically 
desiring to cause the harm); knowing (realizing the harm is practically 
certain to result, but willing to risk causing it for some other purposes); 
reckless (taking a substantial and unjustified risk of harm); and negligent 
(taking an unreasonable risk of harm) (American Law Institute, 1962). 

There is a significant interaction effect between harm and intention, 
in both 2PP and 3PP. The greater the harm the more likely second and 
third parties will conclude the norm violator’s intention was purposeful 
(Knobe, 2003). Conversely, subjects perceive otherwise identical harm 
as being more severe when they believe its infliction has been purposeful 
compared to when they believe it was accidental (Ames and Fiske, 2013; 
Ames and Fiske, 2015). These interaction effects appear to be 
super-additive, meaning the two factors weigh more heavily together 
(high harm, high intent) than either of them contributes separately 
(Ginther et al., 2016). 

There are differences between 2PP and 3PP. Some experiments have 
found that at equivalent levels of harm and intention, second parties 
punish more often and more harshly than third parties (Civai et al., 
2019b; Fehr and Fischbacher, 2004b; Stallen et al., 2018), although 
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other experiments have not detected significant differences (Leibbrandt 
and López-Pérez, 2012). Still others have found that second parties 
punish attempted norm violations more frequently than third parties do, 
but both punishers punish completed norm violations with equal fre
quency (Feng et al., 2022). Second parties seem to value severe pun
ishment more than third parties, although they show no differences in 
their willingness to impose it (Stallen et al., 2018). 

Different individual patterns also emerge when differences have 
been detected between 2PP and 3PP. In one economic study using the 
dictator game, 26% of second-party punishers never punished and 39% 
punished only if the offer was below 50 points (of a 100-point endow
ment). But these numbers reversed for 3PP: 39% never punished and 
26% punished only unfair offers (Fehr and Fischbacher, 2004b). The 
interaction between harm and intention appears greater in 3PP than in 
2PP (Ginther et al., 2022). Many of these differences between 2PP and 
3PP could be partly explained by the fact that those who suffer the harm 
(second parties) presumably experience a greater level of pain than 
those (third parties) who merely observe the same amount of pain being 
inflicted on others. But as we will see below, this is not a complete 
explanation. 

2.1. Affective and cognitive processes of SP 

The detection of norm violations, like the detection of any unex
pected behaviorally salient event, also seems to be an affective process 
(Uddin, 2015) and may trigger an evaluation of the harm caused by 
norm violations. Exposure to harm from a norm violation is associated 
with several different aversive emotional states. In the ultimatum game, 
research consistently demonstrates that responders who receive unfair 
offers experience unpleasant feelings (Civai et al., 2010; van ’t Wout 
et al., 2006), and as the severity of the unfairness increases, recipients 
reject the offers more quickly (Ma et al., 2012). Even when responders 
know their rejection of unfair offers will not be communicated to the 
proposers, and that the proposers will be able to keep their share of the 
split, a substantial level of rejection of unfair offers persists (Yamagishi 
et al., 2009). These findings suggest that emotion plays a role in driving 
2PP. However, research into whether negative emotional experiences 
similarly fuel 3PP remains inconsistent. Some studies observe similar 
rejection of unfair offers in both 2PP and 3PP but increased negative 
emotional arousal only in 2PP (Civai et al., 2010). Others show a 
stronger correlation between the level of aversion and the amount of 
punishment in 2PP than in 3PP (Gummerum et al., 2022). Still others 
have found that equally strong negative emotions emerge from norm 
violations in both 2PP and 3PP (Hartsough et al., 2020; Nelissen and 
Zeelenberg, 2009), that affective experiences not only act as the 
necessary antecedents of 3PP but in fact predict the amount of 3PP in 
economic games (Lotz et al., 2011) and in criminal scenarios (Yang 
et al., 2019) and that magnifying or inhibiting emotional responses to 
the wrongdoings increases or decreases the amount of 3PP punishment 
in economic games (Nelissen and Zeelenberg, 2009). 

Anger is the aversive emotion most frequently linked to SP (Fehr and 
Fischbacher, 2004b; Gummerum and Chu, 2014; Gummerum et al., 
2016; Nelissen and Zeelenberg, 2009). Researchers surmise that people 
feel personal anger towards others who harm them directly and 
“empathic anger” towards those who inflict harm on others (Heckler and 
Kessler, 2018). Some researchers contend that “empathetic anger” is 
better described as “moral outrage” (Batson et al., 2007), and in fact 
there is some evidence to support this distinction (Hartsough et al., 
2020; Pedersen et al., 2018). 

In addition to anger or moral outrage, other emotions, such as fear 
(Taylor and Uchida, 2022), disgust and envy (Pedersen et al., 2013; 
Pedersen et al., 2018; Yang et al., 2019), guilt and shame (Nelissen and 
Zeelenberg, 2009), have been found to be associated with SP. Fear 
arguably reflects the very fact that these norms are ones most of us 
follow, so their violation raises concerns about whether we will be the 
target of further violations. Disgust and contempt seem to be similar 

forms of revulsion at the norm violator’s willingness to violate norms the 
rest of us feel bound to follow; envy is a kind of unfairness version of 
disgust and contempt. Guilt and shame are what we feel when we have 
done nothing in response to a norm violation (Fig. 2). Just like the SP 
decisions they help drive, these emotions are driven both by the amount 
of harm and by the level of the norm violator’s intention (Nelissen and 
Zeelenberg, 2009; van ’t Wout et al., 2006; Yang et al., 2019). 

While the harm caused by norm violations is usually concrete and 
emotionally accessible, the norm violator’s mental states must almost 
always be inferred, and inference generally requires cognition. Psy
chologists call this ability to assess what another person is thinking 
“theory of mind” (ToM) or “mentalizing.” Like the SP it enables, ToM is 
believed to have been a significant development in human evolution 
(Brüne and Brüne-Cohrs, 2006; Frith and Frith, 2005; Sodian and Kris
ten, 2010). Evolutionary theorists believe that being able to read others’ 
intentions significantly improved our ancestors’ fitness across several 
social domains, from intragroup and intergroup conflicts to sex, and 
enabled the kind of social cognition that resulted in several other core 
human advantages, including the ability to learn from one another 
(Brüne and Brüne-Cohrs, 2006; Frith and Frith, 2005; Sodian and Kris
ten, 2010). 

As introduced above, the law has refined the intention/accident di
chotomy into four varieties of intention—purposeful, knowing, reckless, 
and negligent—with purposeful harms punished the most and negligent 
ones punished the least, if at all (Fig. 3). A purposeful norm violator’s 
specific intention is to cause the harm he or she causes. At the other 
extreme, a negligent actor has no intention of causing any harm, but has 
taken an objectively unreasonable risk of harm. The two intermediary 
states of mind are also risk-based. A knowing norm violation is 
committed as a side-effect to another purpose, but in circumstances 
where the actor knows the harm is “practically certain” to occur. A 
reckless actor takes a substantial and unjustified risk that harm will 
occur (American Law Institute, 1962). 

In scenario-based experiments, subjects are reliably able to distin
guish between most of these legally-relevant mental states, and reliably 
punish them just as the law predicts: purposeful harm most and negli
gent harm least (Ginther et al., 2014; Shen et al., 2011). Even in eco
nomic games, individuals can distinguish purposeful unfairness from 
accidental unfairness, punishing the former more than the latter (Falk 
et al., 2008). The sole exception is at the boundary between knowing 
and reckless states of mind—subjects can distinguish knowing from 
reckless actors but do not punish them any differently (Ginther et al., 
2014; Ginther et al., 2018; Shen et al., 2011). 

Psychologists have identified three aspects of the norm violator’s 

Fig. 2. The affective components of SP. Major emotions elicited by exposure 
to social norm violations. 
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state of mind that social punishers (and others to whom the norm vio
lator’s state of mind might be pertinent) must be able to understand 
before being able to reason about the norm violator’s mental state: 1) the 
norm violator’s beliefs (about how likely it is that an act will lead to 
harm); 2) the norm violator’s awareness (of performing an action and 
the presence of the victim and his/her vulnerability to harm); and 3) the 
norm violator’s desires (for the harmful result to occur to the victim, or 
for some other desired result to which harm is a side effect) (Laurent 
et al., 2016) (Fig. 3). Note that the two most confounding mental 
states—knowingly and reckless—are the two that rely on the norm vi
olator’s beliefs and awareness about the risk of harm. It appears people 
are generally quite sensitive to the risks and rewards attending their own 
decisions under uncertainty, even across the knowing/reckless bound
ary (Vilares et al., 2017), but are very likely to exaggerate risk assess
ments they attribute to others (Mueller et al., 2012). When assessing 
risks of harm post-hoc, as the legal system does, there is a ToM version of 
the hindsight effect: subjects tend not only to exaggerate the risks of 
harm the norm violator should have perceived (treating negligent acts as 
reckless, and reckless acts as knowing) but they even sometimes jump 
across the risk-based states of mind into purposefulness, concluding that 
hypothetical norm violators purposefully desired harm even though the 
risk of such harm was low (Mueller et al., 2012). 

Except for the knowing and reckless states of mind, subjects across 
many different studies reliably and predictably punish depending on the 
amount of harm and the norm violator’s state of mind (Cushman, 2008; 
Ginther et al., 2014; Gummerum and Chu, 2014; Shen et al., 2011). But 
the amount of this punishment, in both 2PP and especially 3PP contexts, 
can vary substantially between individuals (Jordan et al., 2016; Li et al., 
2022a) and between societies (Balliet and Van Lange, 2013). Part of the 
individual variation may be due to differences in the relative weights 
that punishing experimental subjects give to harm and to intention, and 
those individual differences seem to correlate with differences in 
reasoning style: more deliberative reasoners tend to give more weight to 
intention than to harm; more intuitional reasoners tend to give more 
weight to harm than intention (Schwartz et al., 2022). 

In addition to understanding the mind of others, people need to 
cognitively integrate harm and intention into a pre-punishment cogni
tive state, which some researchers have labeled “blame” (Krueger and 
Hoffman, 2016) and implement the punishment decision later in time, 
which also depends on the effective functioning of cognitive processes. 
Blame assignment and punishment decisions can be affected by working 
memory capacity (dos Santos et al., 2014; Goldinger et al., 2003). Poorer 
executive functioning task performance is associated with less 3PP in 
patients with Huntington’s disease (Brüne et al., 2021), and punishment 
frequencies significantly change in both second-party and third-party 
contexts under cognitive resources depletion in normal populations 
(Achtziger et al., 2016; Liu et al., 2015). 

Despite involving similar cognitive process, subjects can and do 
distinguish between the terms “blame” and “punishment” (Cushman, 
2008). When subjects are descriptively presented with a number of 

purposeful norm violations across a wide variation in harm, and asked 
only to order them by the amount they would punish (arguably an act of 
blaming), but not asked for specific amounts of punishment, they order 
them with an impressive degree of concordance, substantially more 
concordant than if they are asked to impose specific punishment 
amounts (Robinson and Kurtzban, 2007). 

This conceptualization of blame comports with long-standing prin
ciples of criminal responsibility in virtually all legal systems: defendants 
are criminally responsible when they commit a prohibited act that 
causes harm to the victim, coupled with some level of intention (Shen 
et al., 2011). Punishment is not only conceptually separate from blame 
in most legals systems; it is procedurally separate as well. If a factfinder 
(usually a jury in common law jurisdictions) convicts a defendant of a 
crime, then and only then is a separate sentencing proceeding held (in 
most American states before the judge, except in death penalty cases), 
after which punishment is imposed (Hoffman, 2014). 

In both 2PP and 3PP contexts, harm and intent determine only 
blame; whether blame turns into punishment depends in the first 
instance on whether the punisher is sufficiently motivated to punish, 
which in turn depends not only on the amount of blame but also on the 
salience of the punisher’s goals, the costs of punishment, and other 
contextual facts. 

2.2. Motivational processes of SP 

Psychologists have conceptualized motivation as a kind of energizer 
that drives our behaviors in pursuit of cognitive representations of a 
desired state, a “goal” (Fishbach and Ferguson, 2007; Kruglanski et al., 
1996). They call the state of desiring a goal “wanting” (Berridge and 
Robinson, 2003; Kruglanski et al., 2014a). Wanting can be affected by 
“incentive salience,” learned experiences about reaching a desired goal 
in the past, often triggered by cues that result in arousal (Kruglanski, 
2017). When goals compete, some creating a wanting signal with respect 
to contemplated action (appetitive wanting) but others a not wanting 
signal because that action would interfere with other goals (aversive 
wanting), these conflicting goals and wanting signals must be accom
modated into a net wanting signal with respect to the contemplated 
action (Elliott and Niesta, 2009). The strength of the net wanting signal, 
coupled with assessing the probability the desired goal can be achieved, 
is called the pre-action state of “motivational readiness” (Kruglanski 
et al., 2014a). Whether motivational readiness turns into action depends 
on comparing the forces driving and restraining action. The driving 
force is determined primarily by the strength of the motivational read
iness to achieve the desired goals, while the restraining force is deter
mined primarily by the size of the impediments to those goals, such as 
the cost and effort needed to achieve them or other aversive conse
quences of acting (Kruglanski et al., 2014b). All of the contextual cir
cumstances surrounding a contemplated action can drive or restrain 
action (Kruglanski et al., 2012). When the driving force exceeds the 
restraining force, people act on their motivations (Kruglanski et al., 
2014b). 

Humans can have a rich set of goals beyond mere economic gain, and 
in fact the pursuit of normative values themselves can have its own 
intrinsic reward (Gabay et al., 2014; Sanfey, 2007; Tabibnia et al., 
2008). It is this intrinsic reward that triggers the motivational aspects of 
SP. Social punishers start with the aversive feelings they have after they 
detect a violation of social expectations and then experience a harmful 
norm violation (either directly as the victim or remotely as a third 
party), which, depending on its seriousness, may trigger an initial state 
of wanting to punish, which we will call “retributive urge.” The term 
“retribution,” however, is more than a description of the retributive 
urge; it is its own theory of punishment. Just as norm compliance can be 
its intrinsic reward, norm violation can deserve its intrinsic punishment 
and this is what legal philosophers call retribution. According to the 
retributivist perspective, norm violators should receive their “just de
serts” and suffer reciprocal punishment for the harm or loss they caused 

Fig. 3. Different types of culpability under Model Penal Code. States of 
mind hierarchy from least culpable on left (blameless) to most culpable on right 
(purposeful). Bottom: Factors contributing to punisher’s assessment of a norm 
violator’s mental state: what does punisher think a norm violator believes, 
knows, and wants? 
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to be restored to the social fold (Kant, 1797; Keller et al., 2010). 
Retributivist SP should therefore fit the seriousness of the crime (Carl
smith et al., 2002). 

In addition to retribution, there are extrinsic goal-oriented theories 
of punishment, which scholars label “utilitarian.” The utilitarian goals of 
punishment include special deterrence (deterring the norm violator 
from future violations), general deterrence (deterring other group 
members from future violations), incapacitation (temporarily prevent
ing the norm violator from committing future violations by incarcer
ating him), and rehabilitation (treating the norm violator so he will not 
desire to commit future crimes) (Darley, 2009; Vidmar and Miller, 
1980). 

Despite explicitly claiming to support the utilitarian perspective in 
justifying SP, experimental subjects punish norm violators in a manner 
primarily consistent with the retributivist perspective (Carlsmith, 2006; 
Carlsmith et al., 2002; Crockett et al., 2014; Keller et al., 2010; Ouss and 
Peysakhovich, 2015), although when experimenters make utilitarian 
information about the costs and effectiveness of SP more salient, sub
jects are more likely to endorse a future-oriented utilitarian SP 
perspective on SP (Aharoni et al., 2019; Twardawski et al., 2020). 

There are three additional SP goals that are largely orthogonal to the 
retributive and utilitarian theories: self-defense, retaliation, and repu
tation. Nothing is more tightly tied to fitness than survival, and nothing 
more tightly tied to survival than defending oneself against physical 
injury. Retaliation is the non-self-defense form of 2PP: a kind of time- 
delayed self-defense too late to prevent harm to oneself, but not too 
late to balance the interpersonal books. Maintaining one’s reputation is 
a form of social self-defense. Reputation is an important evolutionary 
metric in all primate interactions (Manrique et al., 2021), and defending 
it against injury is almost as important as defending one’s body against 
injury (Jordan et al., 2016). 

Motivational readiness in the SP context is determined by integrating 
two streams of motivationally-informed blame: 1) a purely and pri
marily affective retributive stream with 2) a goal-directed and primarily 
cognitive stream representing a mix of retributive, utilitarian, and 

orthogonal punishment goals. (Fig. 4.) These goals can reinforce or 
conflict with one another. For example, consider a norm violator whose 
violation we are confident is a one-off; we are reasonably sure he will 
never violate any important norm again. The goals of special deterrence 
and incapacitation would argue against punishment, but the goals of 
retribution and general deterrence would argue in favor of punishment. 
These appetitive (punish) and aversive (don’t punish) goal-directed 
motivations are integrated with one another and with the retributive 
urge to produce a single level of motivational readiness to punish. 

Whether motivational readiness to punish turns into punishment 
depends on the forces driving and restraining SP. The primary driving 
force is the magnitude of the motivational readiness to punish; the pri
mary restraining force is punishment cost. Cost seems to be a critical 
determinant of whether prospective punishers turn motivational readi
ness to punish into actual punishment. The need to invest personal re
sources to sanction norm violators significantly reduces how individuals 
punish in both 2PP and 3PP (Anderson and Putterman, 2006; Cheng 
et al., 2022). When transgressions are sufficiently minor, these costs 
drive some experimental subjects to select less costly non-punitive op
tions, such as compensating the victim with public funds (Arini et al., 
2023; Heffner and FeldmanHall, 2019). 

There can be other costs to SP, including retaliation by the norm 
violators or their families and friends, and lost opportunity costs when 
one’s attention is devoted to punishment. There is a subtler but just as 
important moral cost: punishment, by definition, inflicts harm on the 
norm violator, which itself violates universal norms against harming 
others. That is, our SP motivations, driven by norms against harmful 
conduct, are themselves restrained by those very norms (Li et al., 
2022b). 

There are a host of additional contextual factors that can impact the 
SP decision both at the blame/motivational readiness stage by directly 
influencing the assessments of harm and intent, and at the punishment 
action stage as driving or restraining forces, including the circumstances 
surrounding the victim (age, vulnerability, gender, race, relationship to 
violator, whether victim forgave violator), the norm violator (age, 

Fig. 4. The motivational readiness process of SP. Aversion to social norm violation triggers the affective stream involved in the evaluation of harm and the 
cognitive streams involved in the evaluation of intent. The harm evaluations trigger an initial retributive urge which then activates utilitarian punishment goals, 
producing goal-directed motivations. The retributive and goal-directed motivations are integrated into a net motivational readiness to punish, which could be 
affected by blame. 
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gender, race, prior norm violations, physical appearance, whether 
violator apologized) (Bushway and Piehl, 2007; Eriksson et al., 2017; 
Heffner and FeldmanHall, 2019; Hoffman et al., 2020; Johnson and 
King, 2017; Peay and Player, 2018; Robinson and Kurtzban, 2007; Tang 
et al., 2023; Yu et al., 2015; Schwartz et al., 2022), the time delay, if any, 
between a transgression and the implement of punishment (Kundro 
et al., 2023), and any ambiguity of norm violation (Toribio-Flórez et al., 
2023). 

Integrating affect, cognition and motivation into a SP decision takes 
time, and there is some evidence that that decision is itself comprised of 
two decisions: should I punish?; and if so, how much? (Civai et al., 
2019b; Stallen et al., 2018). The willingness to punish and the severity of 
punishment are negatively correlated in both 2PP and 3PP—subjects are 
less likely to impose harsh punishment when they punish frequently 
(Stallen et al., 2018). 

There is a separate though related motivational process devoted to 
measuring whether our goals, once reached, have met our expectations, 
a state psychologists call “liking” (what some behavioral economists 
would call “experienced utility”) (Tibboel et al., 2015). The relationship 
between wanting and liking has become an important clue to under
standing the brain’s reward system and its implications for behavior, 
decision-making, incentive salience, and addiction (Berridge and Rob
inson, 2016). Although this relationship appears to be less important 
when it comes to non-repeat SP, institutional SP is of course repeated SP, 
and the interplay between liking and wanting could thus have some 
significance in institutional SP. 

3. The neural mechanisms of SP 

SP’s affective and cognitive processes appear to engage three 
domain-general large-scale networks: the salience network (SAN), the 
default-mode network (DMN), and the central-executive network (CEN) 
(Bellucci et al., 2020). With key nodes including the anterior insula (AI) 
and dorsal anterior cingulate cortex (dACC), and with extensive con
nections to subcortical structures, SAN is generally associated with the 
detection of behaviorally relevant events and the processing of affective 
experiences (Menon, 2015; Uddin, 2015), and in the case of SP with 
signaling a norm violation and any resulting harm, and generating 
emotional responses to the harm caused by the violation (Bellucci et al., 
2020; Feng et al., 2018; Krueger and Hoffman, 2016). DMN, with key 
nodes including the medial prefrontal cortex (mPFC), posterior cingu
late cortex (PCC), and temporoparietal junction (TPJ), is generally 
associated with cognitive tasks, including ToM evaluations (Buckner 
et al., 2008; Hyatt et al., 2015). In SP, it is associated with assessing the 
norm violator’s intention and integrating intention and harm into blame 
(Bellucci et al., 2020; Krueger and Hoffman, 2016). CEN, with key nodes 
including the dorsolateral prefrontal cortex (dlPFC) and posterior pari
etal cortex (PPC), is generally associated with high-order cognition 
including planning, rule-based problem solving, and goal-directed 
decision-making (Menon, 2011). In SP, it is associated with inte
grating blame, motivational readiness, costs, and context into a pun
ishment decision (Bellucci et al., 2020; Buckholtz and Marois, 2012; 
Krueger and Hoffman, 2016). Indeed, the topological properties of these 
large-scale brain networks predict the heterogeneity of costly 2PP (Feng 
et al., 2018), and the functional connectivity of CEN is especially related 
to individual differences in the propensity for 3PP in economic games 
(Yang et al., 2021) and in criminal scenarios (Bellucci et al., 2017). 

SP’s motivational processes seem to involve mesocorticolimbic 
pathways comprised of separate mesocortical and mesolimbic pathways 
originating from the midbrain’s VTA (Yetnikoff et al., 2014). The mes
ocortical pathway projects to prefrontal areas, including the vmPFC, 
OFC, and dlPFC (Arias-Carrión et al., 2010; Bittar and Labonte, 2021; 
Kim et al., 2016) and the mesolimbic pathway connects to core struc
tures of the striatum (mainly nucleus accumbens (NAcc), caudate, and 
putamen) and to amygdala (Arias-Carrión et al., 2010; Kim et al., 2016). 
The mesolimbic pathway is associated with generating reward whereas 

the mesocortical pathway is involved in valuation, goal-directed control 
and transforming motivational readiness into action in general (Kim 
et al., 2016; O’Doherty, 2016; Yetnikoff et al., 2014). Although these 
motivational pathways have generally garnered less attention in the 
specific domain of SP, in the next sections evidence is provided that they 
are involved in representing, evaluating, and accommodating SP goals, 
evaluating the risks and benefits of SP in light of those goals, and 
instantiating motivations to optimize those goals. These motivations 
appear to impact SP decisions by interacting with the affective and 
cognitive pathways involved in the assessment of harm and intent, and 
the integration of different streams of information. 

3.1. Neural correlates of affective and cognitive processing during SP 

Early fMRI studies have consistently shown activation of AI during 
detection of deviations from equity or fairness norms in economic games 
(Hsu et al., 2008; Sanfey et al., 2003). Rejection of an unfair offer as a 
second-party receiver is associated with increased AI activation (Sanfey 
et al., 2003), while acceptance of an unfair offer is associated with 
decreased AI activation (Tabibnia et al., 2008). Activation of AI not only 
predicts the decision of whether to reject an unfair offer but also me
diates the relationship between participants’ emotional states and their 
acceptance rates of unfair offers (Harle et al., 2012). The involvement of 
the AI in response to economic unfairness is seen in both 2PP and 3PP 
(Civai et al., 2012). AI has been implicated in integrating visceral ex
periences received from posterior insula and in particular mediating the 
translation of subjective feeling states into cognitive and motivational 
processes (Namkung et al., 2017). Dorsal AI (dAI) and ventral AI (vAI) 
are consistently found to be recruited in social exchange games, with dAI 
functionally associated with cognitive networks (DMN, CEN) and vAI 
functionally associated with the affective network (SAN) (Bellucci et al., 
2018). In social norm enforcement, vAI is believed to signal violations of 
expected outcomes by involving affective and motivational processes 
through the co-activation of limbic regions, including the amygdala; dAI 
is believed to signal violations of expected norms by involving 
social-cognitive processes through the co-activation of regions in DMN 
and CEN (Krueger et al., 2020). 

The insula has anatomical and functional connection with the 
amygdala, which has been widely recognized to encode the harmful 
consequences inflicted by norm violations and to generate aversive ex
periences which may be used later as a source of information to guide 
intuitions about punishment severity (Buckholtz and Marois, 2012; 
Krueger and Hoffman, 2016). The amygdala and the insula appear to be 
associated with separate SP functions (Gospic et al., 2011), with AI 
correlated with the willingness to punish and the amygdala linked to the 
severity of punishment (Civai et al., 2019; Stallen et al., 2018). 

Another key SAN region co-activated with the insula during SP is the 
ACC, which is sensitive to the level of unfairness (Sanfey et al., 2003). 
Some studies suggest that ACC detects violations of expected social norm 
compliance and emotional appraisal (Chang and Sanfey, 2013; Etkin 
et al., 2011; Harle et al., 2012). Others indicate that ACC is primarily 
engaged in higher-level cognitive processing, such as tracking violations 
of social expectations (Chang and Sanfey, 2013; Guroglu et al., 2014) 
and monitoring motivational conflicts (Feng et al., 2014; Sanfey et al., 
2003). Similar to the pattern observed in the insula, distinct subdivisions 
of ACC are associated with separate affective and cognitive processes: 
the rostral ACC (rACC) appears more specialized for affective processing 
whereas the dorsal ACC (dACC, also known as midACC or MCC) appears 
more specialized for cognitive processing (Shackman et al., 2011). The 
dACC interacts more frequently than rACC with regions involved in 
motivational and cognitive processes, such as the ventromedial pre
frontal cortex (vmPFC), TPJ, and dlPFC (Baumgartner et al., 2011; Feng 
et al., 2014; Treadway et al., 2014). Additionally, studies using 
electro-encephalography (EEG) or event-related potential (ERP) tech
nique to decode the time course of SP consistently reveal larger ampli
tudes of early negative-going potentials—medial frontal negativity 
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(MFN) or feedback-related negativity (FRN) — in response to the eval
uation of negative outcomes and violations of the fairness norm (e.g., 
unfair offer) than compliance with the norm (e.g., fair offer) (Civai et al., 
2020; Wang et al., 2016; Yoder and Decety, 2020). The MFN is 
distributed in the medial frontal scalp, particularly above the ACC area, 
and has been frequently associated with the detection of social expec
tancy violation (Boksem and De Cremer, 2010; Boksem et al., 2011; 
Gehring and Willoughby, 2002). The fMRI results combined with the 
ERP findings suggest a critical role of the salience network in detecting 
deviations from expected social norms and in identifying the behavior
ally and motivationally relevant signals in the early stage of social 
punishment processes. 

DMN and CEN are the two large-scale domain-general networks 
associated with the cognitive processing of SP. DMN’s initial role seems 
to be the evaluation of the norm violator’s intent through its mentalizing 
network, including primarily TPJ (Bellucci et al., 2020; Buckholtz and 
Marois, 2012; Krueger and Hoffman, 2016). As the difficulty of pro
cessing mentalizing information increases, TPJ activation increases 
(Feng et al., 2022; Ginther et al., 2016). Whether sympathizing with 
norm violators who have mitigating circumstances underlying their in
tentions (Buckholtz et al., 2008; Yamada et al., 2012; Yang et al., 2019) 
or antisocially punishing people who behave prosocially (Lo Gerfo et al., 
2019), experimental subjects show increased differential activation in 
TPJ, as participants seemingly need to spend more mentalizing re
sources to interpret the norm violator’s mind in these ambiguous con
texts. TPJ activation levels have also been used to help predict whether 
experimental subjects are in knowing or reckless mental states (Vilares 
et al., 2017). Observations from 2PP in economic games and 3PP in 
scenario experiments show that TPJ sends regulatory signals to the 
amygdala suppressing its activation when the harm is unintended 
(Treadway et al., 2014; Yu et al., 2015). In the converse case of attempt 
(where harm is intended but does not result), TPJ shows greater dif
ferential activation during 3PP than 2PP (Feng et al., 2022). Disabling 
TPJ function by transcranial magnetic stimulation (TMS) causes 
third-party decision-makers to punish attempts less harshly than acci
dental harms, presumably because the norm violator’s intention cannot 
be assessed or is assessed less reliably (Young et al., 2010). TPJ seems to 
communicate directly with dlPFC to adjust punishment in circumstances 
where the information about the intention behind the norm violation 
and the harm is incongruent, for example, attempt and harms inflicted 
with good intentions (Feng et al., 2022; Yang et al., 2019). 

TPJ works in concert with other DMN regions during the mentalizing 
task, including vmPFC, dmPFC, PCC, and superior temporal sulcus 
(STS), and 3PP engages more of these mentalizing regions than 2PP does 
(Bellucci et al., 2020; Ginther et al., 2016). Effective connectivity ex
periments show that during 3PP, dmPFC receives inputs from other 
mentalizing regions, including the temporal pole, and that the degree of 
this directional connectivity is positively correlated with the amount 
punishment (Bellucci et al., 2017). 

Before intention is integrated with harm into blame, these two 
streams interact when they are in conflict—that is when harm is high but 
intention low (accidents) or the reverse (attempts). The neural circuitry 
involved in mental states seems to gate the neural responses to affective 
experiences. In the case of high harm accidents, when the harm signal 
would ordinarily be high and the intention signal low, second parties in 
economic games and third parties in criminal scenarios exhibit 
enhanced directional connectivity from TPJ to amygdala, suggesting 
that the intention-sensitive regions play the regulatory role of sup
pressing the harm signal in these circumstances (Treadway et al., 2014; 
Yu et al., 2015). 

The higher-order cognitive processes of CEN are involved in inte
grating blame, motivational readiness, costs, and context into a SP de
cision, although the exact role of its central region, dlPFC, has been 
disputed, giving rise to two different theories. One theory is an 
integration-and-selection hypothesis, which contends that dlPFC ac
complishes this integration of affective, cognitive, and motivational 

signals, and then determines a punishment within a punishment scale set 
by other CEN regions (Buckholtz and Marois, 2012; Krueger and Hoff
man, 2016). This integration-and-selection hypothesis is supported by 
data from scenario-based 3PP experiments showing dlPFC is more 
activated in scenarios where the offender is fully responsible than those 
where the offender has diminished responsibility, and that participants 
who choose to punish in the diminished-responsibility condition show 
greater activation in the dlPFC than those who decide not to punish 
(Buckholtz et al., 2008). Additionally, inhibitory TMS on the dlPFC re
duces punishment in the full-responsibility condition without changing 
ratings of blameworthiness, providing neurobiological support both for 
the two-step punishment model (blame then punishment) and for the 
specific role of dlPFC in determining punishment (Buckholtz et al., 
2015). 

However, proponents of the competing theory—called the cognitive 
control theory—point out that the experiments on which the 
integration-and-selection hypothesis relies all used 3PP scenarios where 
few motivational and cognitive conflicts are involved. Some argue that 
SP is largely an impulsive reaction to norm violations primarily driven 
by emotions, subject to top-down cognitive control by dlPFC. They point 
to the fact that costly 2PP increases following the artificial depletion of 
serotonin, which is known to be important in maintaining self-control 
(Carver et al., 2008), and decreases once serotonin levels are restored 
(Crockett et al., 2010a; Crockett et al., 2010b; Crockett et al., 2008). 
They also note that dlPFC is recruited even more when offenders pur
posefully inflict harm out of helping motivations, suggesting that dlPFC 
is actually being recruited to resolve motivational conflicts between 
moral and legal values (Yang et al., 2019). Consistent with this, dlPFC is 
relatively more responsive to accepting an unfair offer than other 
punishment-related areas such as the insula (Sanfey et al., 2003). 
Moreover, applying TMS to temporarily disrupt the dlPFC in subjects 
playing a 3PP economic game increased the average punishment mag
nitudes, suggesting that the SP role of dlPFC is primarily to regulate the 
impulsive choice to punish (Brune et al., 2012; Muller-Leinss et al., 
2018). Others argue that economic games often require participants to 
incur personal costs to punish norm violations and therefore dlPFC is 
needed to resolve the central conflicts between self-interest and norm 
enforcement. They also point to strong evidence for the role of dlPFC in 
controlling over selfish instinct to maximize economic personal interests 
in such economic games. When subjects play 2PP games where fairness 
and economic self-interests are in conflict, temporary disruption of 
dlPFC using TMS or transcranial direct current stimulation (tDCS) 
significantly reduce participants’ propensity to punish unfair offers, 
indicating the role of this region in overcoming selfish preferences for 
material gains in order to make more normatively sensitive choices 
(Baumgartner et al., 2011; Knoch et al., 2008; Knoch et al., 2006). 

3.2. Neural correlates of motivational processing during SP 

Mesolimbic pathways are well-known to be associated with reward, 
and in the SP context the reward is the satisfaction we feel when we 
punish social norm violations (Sanfey, 2007; Tabibnia et al., 2008). For 
most people, a retributive urge may arise when a social norm has been 
violated and harm inflicted on a person. Punishing a norm violator can 
be socially rewarding (Gabay et al., 2014) by satisfying our retributive 
urge, and therefore could activate the reward processing in the meso
limbic pathway. VTA is activated in the ultimatum game when subjects 
are prompted to respond to offers deviating from their expected fairness 
norm, suggesting a role for VTA in incentive salience (Hetu et al., 2017). 
Striatal structures are involved in encoding social norm values and in the 
motivational reactions to violations of those norms. The striatum is 
activated more when SP reduces the norm violators’ economic payoff 
than when SP is purely symbolic; and the degree of this differential 
activation predicts the cost second-party punishers are willing to pay in 
order to punish (de Quervain et al., 2004). Simply watching norm vio
lators who receive high intensity shock as SP for defecting in a prisoner’s 
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dilemma game differentially activates NAcc (Seymour et al., 2007). 
These striatal involvements have been found both in 2PP and 3PP, using 
both task-based and task-free studies (Bellucci et al., 2020). Moreover, 
structural MRI evidence shows that third parties who are willing to 
initiate costly SP without peer encouragement have larger gray matter 
volume in the bilateral caudate—another core nuclei within the stria
tum—than those who punish only if peers do (Baumgartner et al., 2021). 
Interestingly, the electrophysiological evidence reveals that FRN 
time-locked to the presentation of an offer in UG not only acts as an 
index of violations of expectancy toward social norms (Wu et al., 2011) 
but also predicts the decision to reject — larger positive amplitudes of 
FRN to fair offers predict higher rejection rates, reflecting its potential 
involvement in encoding reward-related feedback (Hewig et al., 2011). 
In line with this, a combined EEG-fMRI study showed direct trial-by-trial 
coupling between the relative positive feedback signals associated with 
FRN and activations of reward circuits including the ventral striatum 
(Becker et al., 2014). It is possible that detecting deviance from social 
norms might be captured by the negative feedback signal of FRN 
generated from ACC, while processing the salience of norm violations 
may further engage the reward processing in the mesolimbic pathway 
(motivating individuals to act towards a desired outcome) coupled to the 
relative positive feedback signal of FRN. 

Mesocortical pathways appear to be involved in the representation of 
appetitive and aversive attributes of punishment-related goals, accom
modation of conflicting goals, and the integration of appetitive and 
aversive wanting signals into motivational readiness, which is eventu
ally translated into an actual punishment decision. Valuation and inte
gration seem to occur primarily in ventral and dorsal parts of the 
prefrontal cortex. The experienced value of each contemplated punish
ment decision seems to be calculated and constantly updated in vmPFC, 
suggesting its central role in the representation of motivational goals in a 
choice space, and the production of an overall motivational readiness 
value (O’Doherty, 2016). The detection of any motivational conflicts 
among the competing goals occurs mainly in the dACC (Feng et al., 
2014) and the resolution of these conflicts and eventually translating the 
motivational readiness into a punishment decision occurs in the dlPFC 
(O’Doherty, 2016). Inhibitory stimulation of dlPFC by TMS decreased 
the connectivity between the dlPFC and vmPFC, and lowered rejection 
rates of unfair economic game offers (Baumgartner et al., 2011), 
demonstrating the significance of the communication between the 
valuation circuits at the motivational readiness stage and the control 
circuits at the punishment action stage. 

In addition to interacting with the cognitive system, motivational 
processing also works in concert with the affective system. There is 
evidence that the willingness to punish is associated with AI activation 
(Civai et al., 2019a; Stallen et al., 2018), presumably because AI detects 
norm violations and generates aversive experiences, which are essential 
for triggering motivational processing. Moreover, the co-activation of 
affective circuits during motivational processing may provide some 
neural-level confirmation of the psychological model that some behav
ioral differences between 2PP and 3PP are bottomed, partly, on different 
levels of retaliative motives. Pain accidentally delivered by an anony
mous person in an interpersonal game activates AI in the hurt person, 
and the activation levels are positively correlated with the hurt person’s 
measured personality trait of revenge (Yu et al., 2015). Meta-analytic 
evidence also demonstrates more activation in bilateral AI during 2PP 
than 3PP (Bellucci et al., 2020). The posterior part of the midcingulate 
cortex (pMCC)—implicated in pain processing—is preferentially acti
vated in retaliatory 2PP (Boccadoro et al., 2021), indicating that people 
may need to process the painful provocation before initiating reactive 
punishment responses. 

3.3. Current neuropsychological models of SP 

Although there were several earlier descriptive efforts (e.g., de 
Quervain et al., 2004; Seymour, 2007), the first fully neuropsychological 

model of SP, published by Buckholtz and Marois (2015), links the psy
chological component of 3PP to the core structures implicated in the 
emotional processing, mentalizing and executive functions. Harm is 
encoded primarily in the amygdala, intention primarily in TPJ, and 
these two signals integrated primarily in mPFC (into what others would 
later call blame but which these authors left unnamed); a 
context-dependent response space is created in the intraparietal sulcus 
(IPS), and a punishment decision made in dlPFC. The Buckholtz-Marois 
model was significant in that it made the first attempt to associate an 
affective structure with the assessment of harm (the amygdala) and 
cognitive areas with the assessment of intent (TPJ), to posit an inte
gration of intent and harm (mPFC), and to identify a separate punish
ment action (IPS, dlPFC). It was also significant in that it adopted the 
integration-and-selection model of the role of dlPFC, as opposed to the 
cognitive control model. 

A somewhat different model was published by Krueger and Hoffman 
(2016), which retained the prior model’s essential hypothesis that harm 
and intent are assessed in affective and cognitive regions, respectively, 
and its integration-and-selection approach, but which was the first to 
model the neuropsychological mechanism of 3PP in terms of the 
large-scale brain networks: the SAN is responsible for signaling a norm 
violation and generating an emotional signal to the harm severity of the 
violation; the DMN encodes the information about the intention of the 
norm violators and then integrates affective signals related to the harm 
from the SAN into an evaluation of blame; eventually, the CEN converts 
the blame signal into a punishment response. Moreover, their model 
expanded the affective regions to include AI and ACC, and functionally 
differentiated between the roles of vmPFC and dmPFC, positing that 
vmPFC is the conduit of the harm signal, dmPFC the conduit of the 
intention signal, and the two signals are integrated into blame in mPFC. 

Although they both mention 2PP, the Buckholtz-Marois and Krueger- 
Hoffman papers model 3PP, not 2PP, and they do not attempt to account 
in any comprehensive way for the observed differences between 2PP and 
3PP. This gap was addressed by Bellucci et al. (2020), who built what 
they called a “hierarchical punishment model” aimed specifically at 
explaining the differences between 2PP and 3PP. Bellucci et al. posit that 
3PP is a functional extension of 2PP, and specifically that, while both 
forms of SP recruit many common regions across the three large-scale 
networks noted in the prior models, 3PP preferentially engages TPJ 
and 2PP preferentially engages AI. 

4. A new model of SP 

None of the prior models accounts in any systematic way for the role 
of motivation. Although Bellucci et al. (2020) observe affective and 
cognitive differences between 2PP and 3PP, and posit that those affec
tive and cognitive differences drive the behavioral differences, they do 
not provide any underlying explanation of why 2PP seems more sensitive 
to the harm caused by the norm violation and 3PP more sensitive to the 
intention of the norm violator. We suggest that the answer lies in the fact 
that second parties and third parties, because of their profoundly 
different relationships to the norm violator, have profoundly different 
punishment motivations. We therefore develop a neuropsychological 
model of SP that takes motivational processes into account, integrating 
them with affective and cognitive streams, and dub it the motivation- 
affect-cognition nexus (MACN) model of SP (Fig. 5). 

We have made several assumptions in constructing the MACN model, 
all of which we believe are established by or are reasonable extensions of 
the psychological and neuroscience literature reviewed above. We have 
assumed, as have prior models, that the harm and intention components 
of SP are addressed separately in large-scale domain-general networks, 
with harm assessed primarily in SAN and intent primarily in DMN, and 
that there are significant interaction effects between harm and intention, 
but we have added the complication that motivation can also interact 
with the assessment of harm and intention. 

We have followed prior models in assuming these two streams are 
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integrated into blame in DMN, in our model primarily in dmPFC, and 
that the decisional role of CEN is primarily through dlPFC in an 
integration-and-selection process. The MACN model departs from prior 
models by including motivational pathways and by positing that AI 
performs a critical role in triggering cognitive, affective and motiva
tional circuits, which later interact significantly with each other to 
produce a punishment decision. 

We begin the description of our MACN model at AI, which is an 
anchor in SAN, and where we believe violations of our expectations that 
others will comply with social norms are detected, and which subse
quently acts as a critical affective switch between motivational and 
cognitive circuits. We posit that vAI sends an aversive signal to amyg
dala, triggering its representation of harm which then triggers the mo
tivations to punish, and that dAI simultaneously engages TPJ to evaluate 
the norm violator’s intention. 

The amygdala sends the harm signal to VTA, which triggers moti
vational circuits that begin the assessment of goals with respect to the 
harmful norm violation. The mesolimbic pathway (VTA-striatum) con
verts the harm signal into a retributive urge to punish, sending that 
retributive motivation to vmPFC. The mesocortical pathway (VTA-pre
frontal cortex) converts punishment goals stored in dlPFC into a set of 
goal-directed motivations, sending those to vmPFC. vmPFC accumulates 
the retributive and goal-directed motivations into a motivational read
iness signal which is the main driving force of punishment. 

While vAI is sending the aversive signal to amygdala to trigger the 
assessment of the harm, dAI sends the aversive signal to TPJ, triggering 
the assessment of the norm violator’s intention in ToM regions. Incon
gruent harm and intention signals (accidental or attempted harm) are 
adjusted through interaction mediated by ACC. These two signals are 

integrated into a blame signal in dmPFC, which then communicates with 
vmPFC to adjust motivational readiness, and to dlPFC to integrate the 
contextualized driving forces, restraining forces, and blame into a 
punishment decision framed by a response space constructed in PPC. 

Our model is unified both in the sense that it accounts for motiva
tional circuits in mesocorticolimbic pathways, and in the sense that by 
accounting for motivation it helps explain some of the observed differ
ences between 2PP and 3PP. It is also unified in another sense: we 
attempt to accommodate the conflict between the integration-and-select 
theory of decision-making and the cognitive control theory, discussed in 
part 3.1 above, by hypothesizing that cognitive control processes are 
used to produce motivational readiness, and that integrate-and-select 
processes are used to convert motivational readiness into a punish
ment decision. In particular, we hypothesize that cognitive control 
suppresses some goals and wanting signals to allow others to emerge 
into a motivational readiness signal. Integration-and-select processes 
integrate motivational readiness with affective, cognitive, and contex
tual streams into a punishment decision. Indeed, gray matter structures 
in anterior dlPFC have been associated with regulation (Schmidt et al., 
2018), while more posterior and dorsal parts are associated with 
cognitive processing during value-based evidence accumulation and 
selection (Hutcherson and Tusche, 2022). ACC may play a role in 
detecting and monitoring any conflicts before different streams of in
formation are integrated and a punishment decision is eventually 
selected in dlPFC. 

Our motivationally-informed MACN model, unlike prior models, 
accounts for many of the behavioral differences between 2PP and 3PP. 
The crucial difference between second- and third-party punishers is 
motivational, driven by their very different relationships with the norm 

Fig. 5. The MACN model of SP. Social punishment (SP) is driven by three domain-general large-scale networks—the salience network (SAN) (red), default mode 
network (DMN) (light blue), and central executive network (CEN) (dark blue)—working with mesolimbic (light green) and mesocortical (dark green) motivational 
pathways. Social norm violations are detected in anterior insula (AI), which sends simultaneous aversion signals dorsally to temporoparietal junction (TPJ), which 
begins the assessment of intention along with other theory of mind regions, and ventrally to amygdala, which assesses harm then sends harm signal to ventral 
tegmental area (VTA) to begin motivational assessment. Harm signal is motivationally adjusted in ventromedial prefrontal cortex (vmPFC)—second-party punishers 
experiencing more harm than third-party punishers. Incongruent harm and intention signals are adjusted through interaction mediated by anterior cingulate cortex 
(ACC) (dotted lines), high intent signal up-regulating low harm signal (attempt), and low intent signal down-regulating high harm signal (accident). Harm and intent 
are then integrated into blame in dorsomedial prefrontal cortex (dmPFC) and sent to vmPFC for integration with motivational signals into a motivational readiness 
signal. Mesolimbically, VTA sends retributive urge signal to striatum (STR) and striatum sends it to vmPFC. Mesocortically, VTA first projects to dorsolateral pre
frontal cortex (dlPFC) to activate punishment goals, which are then sent to STR, later converted into goal-directed motivations, and sent to vmPFC. Conflicts between 
goals detected in ACC are resolved by dlPFC using executive functions. vmPFC then applies a blame signal to the matrix of remaining retributive and goal-directed 
motivations to create a single motivational readiness signal, which it sends to dlPFC. dlPFC integrates motivational readiness, blame, with costs and other contextual 
facts into a selected punishment decision in a decision space created by posterior parietal cortex (PPC). 
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violator. These different relationships present different punishment risks 
and benefits and therefore animate different punishment goals. In self- 
defense 2PP, victims are just trying to survive, so punishment is the 
affective default to achieve this unambiguous and evolutionarily 
powerful goal. Even retaliatory 2PP, which we have described earlier as 
a desire to “even the interpersonal books,” is substantially more self- 
centered than the subtler and more deeply conflicting cognitively- 
driven goals of the third-party punisher, who in ancestral times had to 
ask whether risking immediate injury was worth remote pro-social 
benefits. Institutional punishers, like judges, are even further removed 
from the clear choices presented in 2PP. 

These different sets of goals drive different motivational sensitivities 
to harm and intention. In 2PP, harm is substantially more important 
than intention; it won’t matter much to a victim facing life-threatening 
harm whether his would-be killer is acting purposefully, knowingly, 
recklessly, or negligently. In 3PP, the most salient harm is the harm 
punishers risk by inserting themselves into a situation that does not 
directly or immediately involve them. For them, non-punishment is the 
default, overcome only if weak retributive urges and remote utilitarian 
motivations are powerful enough. Those motivations depend very much 
on the norm violator’s intention and much less on the amount of harm. 
Accidental norm violators need not be incapacitated and need only be 
deterred in the sense that we may want to impose some sanction 
(damages, in civil cases) to make them and others more careful in the 
future. Purposeful norm violators, by contrast, are acting to satisfy their 
desires. They will have desires in the future and, therefore, are more 
likely to act on those future desires just as they have acted on the present 
ones—by violating a norm. Now, utilitarian goals like incapacitation 
and deterrence are substantially more relevant. As we march down the 
levels of culpability from purposeful to knowing to reckless to negligent, 
an argument can be made that what these different states of mind really 
convey is the likelihood that the norm violator will harm others in the 
future. In this account, third-party sensitivity to the norm violator’s 
intention is a naturally-selected proxy for recidivism. 

The motivational aspects of our MACN model also account for the 
wide variance in punishment behaviors across individuals. While there 
is tight concordance in the assessment of blame, there is wide variance in 
punishment (Robinson and Kurtzban, 2007), and we would argue that 
that is because there is wide variation in individual goal-directed mo
tivations, driven by a wide variation in goals and the way we order goals 
and resolve conflicts between them. 

One word about retribution, which we have included as one of the 
goals of SP, although it may seem less a goal than a stand-alone appetite; 
indeed, evolutionary theorists have argued that the retributive urge that 
drives SP, especially 3PP, was natural selection’s ultimate solution to the 
proximate problem of calculating special and general deterrence (Carl
smith et al., 2002; Gintis et al., 2008; Hoffman and Goldsmith, 2004). As 
we mentioned in the context of conflicting punishment goals, if we could 
somehow be sure that a group member’s norm violation was a one-off 
and that other group members will not be tempted to copycat if we 
don’t punish, then 3PP carries all risk and no benefits. But because we 
cannot be sure of that, evolution favored a retributive urge to get us over 
the seemingly impossible hump of immediately risking our own lives in 
the hope that third-party punishment might one day have some salutary 
group benefits (Haselton and Buss, 2009). And, as we have seen, studies 
consistently show that most of us have a retributive core to which we 
return in hard cases, even when we profess to be utilitarians (Carlsmith 
et al., 2002). 

5. Future research and implications 

Our MACN model, taking into account motivational as well as af
fective and cognitive processing, suggests many lines of future research, 
and could also drive some clinical applications in forensic psychiatry, 
some applications to legal process, and even some substantive legal 
reforms. 

More behavioral and neuroscience work needs to be done to verify 
many of the assumptions contained in our model. We know very little at 
the neural level about how different sets of goals are represented, acti
vated, and matched with different motivations and how those motiva
tions are represented and accommodated into motivational readiness. 
Much remains to be done to confirm our suspicions that core differences 
between 2PP and 3PP are driven by differences in motivation, operating 
primarily by differentially impacting assessments of harm and intention. 
Few details are known about the neural transition from motivational 
readiness to an actual punishment decision or the driving and restrain
ing forces that have been theorized to animate that decision. Additional 
research will also be needed to confirm our contention that the two 
models of dlPFC function—integrate-and-select versus cognitive con
trol—can be harmonized in the way we propose, with cognitive controls 
operating motivationally and integrate-and-select processes operating at 
the decision stage, in different parts of dlPFC. 

Very little is known, psychologically or neurologically, about what 
drives individual differences in SP. One of the most widely-known 
psychological measurements consists of four subscales to measure 
what researchers call “justice sensitivity” from the perspective of a 
victim, observer, perpetrator, and third-party beneficiary (Schmitt et al., 
2010), and it appears all subscales but the one from the victim’s 
perspective predict the amounts of SP in economic games (Baumert 
et al., 2014; Fetchenhauer and Huang, 2004; Zhen and Yu, 2016). These 
results would be consistent with all SP models to the extent we can as
sume wider individual variance in cognitive streams than in affective 
ones and greater sensitivity to cognitive streams in 3PP than 2PP, but we 
do not know whether these assumptions are true. Limited work has been 
done comparing subjects’ scores on an instrument designed to measure 
beliefs in free will to their amounts of 3PP in criminal scenario experi
ments but with mixed results (Krueger and Hoffman, 2016; Nettler, 
1959; Viney et al., 1988). Individual differences in the propensity of 
both 2PP and 3PP were found to be predicted by differences in 
resting-state functional connectivity in certain regions (Feng et al., 
2018; Yang et al., 2021), though this experiment was limited to eco
nomic games and therefore to the norm of fairness. Other studies show 
moderate levels of genetic correlation to individual differences in SP and 
to differential activations in AI and NAcc, but again these used economic 
games and therefore tested only fairness (Strobel et al., 2011; Wang 
et al., 2019). 

Although much work has been done on the impact that various 
contextual factors have on 3PP, very little has systematically tested these 
impacts across levels of harm and intention, and virtually nothing is 
known about whether any of these contextual factors have differential 
impacts as between 3PP and 2PP. Likewise, it is unclear whether these 
contextual factors are impacting SP at the stage of harm and intention 
assessment, during motivational processing, or as part of the final 
cognitive weighing of driving and restraining forces, or at each of these 
points (as we surmise). One contextual area that has received some 
attention is the impact apology and forgiveness have on SP (Marti
nez-Vaquero et al., 2015) (e.g., Martinez-Vaquero et al., 2015), but very 
little has been done systematically across the two forms of SP or between 
different levels of harm and intention. There have been a few attempts to 
examine the neural correlates of apology and forgiveness, but they have 
been concentrated on economic games and thus on the single norm of 
monetary fairness (Fourie et al., 2020; Strang et al., 2014). 

Another potentially fruitful and critical area of inquiry has to do with 
potential differences between the two main methodologies of investi
gating punishment behavior: economic games and criminal scenarios. 
Both are used because both have complementary advantages and dis
advantages. Economic games allow researchers to look at both 2PP and 
3PP in tightly controlled experimental conditions, while scenarios allow 
researchers to test norms beyond mere fairness but typically only in 3PP 
contexts. The external validity of economic games is known to be poor in 
some domains: individuals’ decisions to accept unfair offers in the ul
timatum game are not related to real-effort helping or donating 
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behaviors in naturalistic field situations (Galizzi and Navarro-Martinez, 
2019). Other work shows little correlation between 2PP and 3PP on the 
one hand and cooperation games on the other (e.g., dictator, public 
goods, and trust games) (Peysakhovich et al., 2014). All of this raises a 
significant question about the translatability of the SP results across 
these two modalities, and there is virtually no literature on this question. 
The conflicting results on the behavioral differences between 2PP and 
3PP, namely, whether second parties do in fact punish equal levels of 
blame more frequently and more harshly than third parties, may well be 
an artefact of these methodological differences, as may the apparent 
conflict between integrate-and-select theories of dlPFC function and 
cognitive control theories. 

An additional unexplored line of research suggested by our model 
involves the relationship between norm compliance and norm enforce
ment. Some scholars have posed the question indirectly by describing 
the forces that drive norm compliance—conscience and guilt—as “first- 
party punishment” (Hoffman, 2014), but very little is known about the 
relationship between norm compliance and SP. We do not know whether 
those who punish more severely as second or third parties are more 
likely to follow norms as first parties. There are some confounding re
sults. One fMRI study showed activations in areas associated with 
empathetic pain were greater than areas associated with personal pain 
when subjects were engaged in tasks accidentally hurting themselves 
and others, suggesting that at least in the domain of accidental norm 
violations we are harder on ourselves than on others (Hirschfeld-Kroen 
et al., 2021). But it remains unknown whether these supposed pain 
differentials translate into actual self-punishment at a real cost, and 
whether they persist in non-accidental contexts. 

The developmental aspects of the psychology of SP have been well 
investigated, as we summarized in the Introduction, but much less is 
known about SP’s neurodevelopmental trajectory, and much less still, in 
both psychology and neuroscience, about the end stages of that devel
opment, namely, how and whether SP changes as we become elderly. 
Given that the average age of federal judges in the U.S. is 69 (Shen, 
2020), this is an area that could have important practical applications, as 
we touch on below. 

Finally, and perhaps most importantly, enormous amounts of 
research have been done looking at out-group punishment biases in 
general, and race, gender, and ethnic biases in particular, and although 
similarly enormous amounts of empirical work have been done exam
ining biases in our legal system, very little has been done to put these 
two research streams together. Why do we impose harsher SP on out- 
group members—is the effect driven by different harm, intention, or 
motivational assessments, or some combination of all three? 

Although models of SP focus on punishers and not on the punished, a 
better understanding of how we react to norm violators may indirectly 
lead to a better clinical understanding of them. For example, punishers 
must first recognize that a norm has been violated, and the diminished 
ability to do so arguably contributes to the criminal behaviors of a sig
nificant segment of our incarcerated population who are psychopaths 
(Kiehl and Hoffman, 2011; Koenigs et al., 2010). Understanding how all 
of us internalize norms and recognize their violation might help us treat 
psychopaths, who have been famously immune to treatment (Caldwell 
and Van Rybroek, 2001; Kiehl and Hoffman, 2011), and others with 
criminogenically relevant mental conditions. Insights into how we 
process norm violations may also have clinical impacts in our under
standing of legal issues that remain troublingly straddled across psy
chiatry and law, such as competency to stand trial and insanity 
(Diamantis, 2021; Morse and Hoffman, 2007). Learning more about the 
four legally-recognized mental states could even have important policy 
impacts. Currently, intoxication is a defense in most common law ju
risdictions only to purposeful crimes, but it is conceivable the law has 
this exactly wrong: perhaps some psychotropic drugs impair our 
risk-assessment machinery but not our purpose-forming machinery. 

Of course, neuropsychological insights into SP are insights about 
how individuals behave, while legal systems are the products of social 

consensus. Disciplines like public choice theory are attempting to con
nect the individual insights of behavioral economics with public policy 
choices made institutionally (Buchanan & Tollison 1984), and similarly 
thoughtful and careful efforts are beginning in the law and evolutionary 
psychology/neuroscience realm (Ben-Nur & Putterman 2000). Still, the 
law is not entirely or even mostly about public policy; much of it in
volves individual legal actors making individual decisions within the 
confines of settled public policy. Indeed, SP is a perfect example: indi
vidual judges (and occasionally juries) impose criminal sentences within 
the ranges set by legislatures. Knowing more about how we punish 
wrongdoers could have institution-shaking impacts on the legal process. 
Imagine how jury and judicial selection systems might handle the 
prospect of being able to separate harsh punishers from lenient ones, or 
deal with knowledge about what happens to our SP faculties as we age. 
Insights into how we treat out-group wrongdoers could lead to strategies 
to detect, and perhaps even inoculate against, police, judge, and jury 
biases, including racial, ethnic, and gender biases. 

More broadly, future research into the mechanisms of SP may help 
legal systems return to more controlled forms of retribution, recognizing 
it as a limiting principle with respect to other utilitarian policies. Doing 
so may even help us reduce exploding prison populations while 
remaining true to our evolved natures as retributive social punishers. 
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